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The paper analyzes studies on the issue of seasonality. It has been determined that a considerable amount of
research is devoted to the problem of seasonality. The most objective methods are defined to be the methods con-
sidering the phenomenon of seasonality as a component of time series. Among these methods Special attention
should be paid to the toolkit that combines autoregressive approach and moving average processing. Priority mod-
els for determining the seasonality have been identified including Holt— Winters model and Theil-Wage model. From
a practical point of view Theil Wage model is more preferable due to its features in order to take in the properties
of additive trends. For a practical test, database of a whole-trading company has been used. Testing the model in
practical terms has shown good results and proved its reliability. On the basis of the sales data of the previous five
years, the predicted sales of four separate item categories have been determined taking seasonality into consider-
ation. The main priorities and directions of further research have been set forth.
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PomaHoBcbkwii |.I. OLLIHKA TA 3ANTYYEHHA MO,IJ,EI'IEI7I 13 AQUTUBHMW TPEHLAMU ANA NPOMHO3YBAHHA
CE3OHHOCTI NMPOAAX KOMIMAHII rYPTOBOI TOPTIB/II

B po60Ti BUKOHAHO aHani3 AoChiKeHb 040 NUTAaHHA Ce30HHOCTI NpoAax. Bu3HaueHo, Lo 3HauYHa KifbKiCTb
LOCNIMKEHb NPUCBAYEHA BUBYEHHIO NPO6/1EMM CE30HHOCTI. Halibifibll 06’€KTUBHUMU BU3HAYEHO METOAM, SKi pO3-
rMA4al0Th ABULLE CE30HHOCTI SIK CK1af0BY YacoBuX psagiB. Cepes, po3risHyTUX METOAIB BUSHAYEHHS CE30HHOCTI HUX
0cobnuBy yBary 3ac/yroBytoTb METOAM, SIKi NOEAHYIOTb aBTO-PErpeciinHuiA nigxia Ta niaxig koB3ak4oi cepeaHbOi.
Bn3HaueHo NpiopuTeTHI MOAENi L0 BU3HAUYEHHSA CE30HHOCTI, A0 AKUX BigHeceHo mogeni XonTta BuHtepa Ta Teilna
Beligpxa. Mepesary B niaHi NpakTMYHOrO BUKOPUCTaHHA HagaHo mogeni Teiina Beligpxa BHacnigok it ocobnuneocteit
Wwoao 6Ginbll KOMMIEKCHOTO YpaxyBaHHA BNACTUBOCTEW afWTUBHUX TpeHAiB. [a1a npakTyHOro BMNpoOOoBYBaHHS
BUKOpUCTaHa 6a3a faHux TOPriBe/IbHOro MiANPUEMCTBA, SKe CreLianizyeTbCs Ha rypTOBili TOPriBAi CE30HHUMK TO-
Bapamu (chpyktamu). BunpoboByBaHHSI Mogesi B MPakTUYHMX YMOBaX NPOAEMOHCTPYBa/IO XOpOLWi pesynstatu Ta
niaTBEPAMNO HafiHICTL Modeni. Ha niacTasi gaHnX Npo npofaxi 3a N'ATb NoNepeaHix pPokiB BU3HAYEHO NPOrHO30-
BaHi 06CArV Npojax no YoTUPLOM OKPEMUM TOBapPHMM NO3MLISIM 3 ypaxyBaHHSIM CE30HHOCTI. BU3HaYeHO OCHOBHI
HaNPSMKK OO0 NOAaSIbLUNX AOCAIAKEHb.

KntouoBi cnoBa: Ce30HHICTb, NPOrHO3, YacoBWiA pad, NapamMeTp, MeTos, OLiHKa, pesynbrar, TOpriBns, ToBap.

PomanoBckuii U.I. OLLEHKA W MPWBMEYEHWNA MOLI,EI'IEI7IV C ALANTUBHbIMW TPEHOAMW ANA
MPOIMHO3MPOBAHNA CE3OHHOCTW MPOJAX KPYMHOOMNTOBOW KOMMNAHUN

B paboTe BbINOHEH aHa/IM3 COBPEMEHHbIX MHOCTPAaHHbIX My6AMKaLmii No Bonpocy ce3oHHocTU. OnpeaeneHo,
4TO NpobiemMe CE30HHOCTU NPOLAX NOCBALEHO 3HAYNTE/IbHOE KOMMYECTBO MUCCNen0BaHuiA. B kauecTBe Hanbonee
06bEKTUBHBIX ONpPefeneHbl METOAb!, PACCMaTPUBAKOLLME SIB/IEHNE CE30HHOCTY KaK COCTaBSIIOLLYH0 BPEMEHHBIX psi-
f0B. Cpeam Takmx METOA0B 0CO60ro BHUMaHMUS 3aC/Ty)XMBaKOT METOAbI, COUETAIOLLME aBTO-PErPeECCHOHHDBIN NOAXO0S,
1 NPUMEHEHWE CKO/b3SILLEN cpeaHeit. BbligeneHbl NpropUTETHbIE MOAENWN A/ OLEHKU CE30HHOCTHU, K KOTOPbIM OT-
HeceHbl Mogenn Xonta—BuHTtepca n Teiina—Beiigxa. NpenmMyLLecTBo B N/iaHe NpakTMYECKOro NCnosb30BaHNs npe-
[l0cTaBneHo mogenw Teiina—Beiigxa BCneacTBMe ee AONOMHUTENbHbIX BO3MOXHOCTEN 60/1ee KOMMMIEKCHOTO yyeTa
CBOICTB aAAMTUBHbLIX TPEHAOB. N5 anpobauum Mogenu ucnosb3osaHa 6asa gaHHbIX TOProBoro NpeanpusiTus, cne-
LMann3npyoLLLErocs Ha ONTOBOW TOProBM CE30HHLIMK ToBapamMu (hpykTamu). Anpobauusi MoAenn B NpakTUYeCcKnx
YCNOBUAX Aasia XopoLune pesynbTaTbl U NOATBEPAWIA BbICOKYH HaAEeXHOCTb. Ha OCHOBaHWM faHHbIX O NPofaxax
3a NATb NpeablayLmMX ET onpeaeeHbl NPOrHO3MpyeMble 06bEMbI MPOAAXK MO YETLIPEM OTAE/IbHbIM TOBAPHbIM MO-
3ULMSIM C YYETOM CE30HHOCTU. CchopMyNMpoBaHbl OCHOBHbIE HAMPaB/EHNS AaSIbHEWLLINX NCCNe0BaHWIA.

KnioueBble cnoBa: CE30HHOCTb, NMPOrHO3, BPEMEHHOI psig, napameTp, MeTo[, OLeHKa, pesy/bTaT, TOPros/is,
TOBap.

Formulation of the problem. The problem of the competitive struggle in the markets of goods
seasonality is urgent due to several factors. The and services. Ability to accurately predict sales
globalization of market economy exacerbates (or services) over a certain period of time in the
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future gives a company significant competitive
advantages. Feasibility to determine the future
actual sales quantities (service consumption)
allows the company to account for cyclicality that
influences the course of economic processes.

Due to this ability, the goods and services
being rendered by the company are brought in
line with demand. Thus, opportunities for more
complete and prompt satisfaction of consumers'
needs are being created.

In addition, the company has opportunity to
carry out more effectively tactical and strategic
planning, that is, to provide additional equipment
needs, trade areas, personnel etc.

Using a reliable toolkit to account for the fac-
tors of seasonality, the company, gets additional
benefits in the implementation of its financial
activities.

Taking factors of seasonality of sales into
account is of particular importance for trad-
ing enterprises, since it allows them to meet
the changeable demands head-on without the
stocks of unrealized products. The application
of reliable and easy-to-use licensed software for
running seasonal indexes mathematical models
significantly improves their use in the terms of
trade enterprises. Thus, testing conditions and
further application of such models are facilitated.
Accordingly, if the of test results prove to be
positive, the scientific and practical value of the
models increases.

Therefore, research on seasonality of sales is
timely and relevant.

Analysis of recent research and publi-
cations. Currently, determining the seasonal
indexes in some cases is facilitated by existence
of information systems and corresponding data-
bases. This allows managing the sales process
at an operational level. So, in the travel industry,
on-line management tends to a wide-spread per-
formance of efficient marketing tools for pricing,
logistics etc. [1; 2].

However, with the successful operational
planning of tourist and transport flows, hotel res-
ervation, catering planning, etc., the need arises
for a special toolkit to predict seasonality over
a long period of time. First and foremost, this is
due to the length of investment needs for the
creation of appropriate tourist infrastructure.

Companies that sell goods also face the sea-
sonality influence and have to apply different
methods to tackle the issue.

The traditional and most widespread tech-
niques estimating the factor of seasonality in
economic processes is the use of time series.
Calculations of predicted values of the corre-
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sponding parameters are carried out by process-
ing historical data of the object under investiga-
tion (e.g. previous actual sales quantities) [3].

At the same time, both absolute figures (sales
either in physical or monetary units) and relative
indicators (actual sales quantity of a given time
interval involved as a reference point) are being
used to estimate subsequent changes.

In the author's opinion, plotting a usual trend
line and to adjust it by seasonal factors is a
rather approximate assumption. Defining the
sales trend line by a n-level function pattern is
also a rather contingent and dubious attempt to
solve the problem [4].

More sophisticated models for baseline data
processing and seasonal forecasting should be
mentioned.

The autoregressive moving-average model
(ARMA)[5] is one of the more widespread math-
ematical models used in statistics to analyze and
predict stationary time series. The ARMA model
generalizes two simpler models of time series —
the autoregression model (AR) and the moving
average model (MA)

p q
Xi=C+e + Zaixt—i + Zﬁigt—i (1)
i=1 i=1

where ¢ — a constant,

g, — «a white noise» — a sequence of inde-
pendent and identically (normally) distributed
random variables with zero mean,

X, — real numbers;

a,; — autoregressive coefficients;

B. —moving average coefficients.

The emergence of the term «white noise» is
due to the industry in which the ARMA method
was initially used (radio physics: transmission
of signals within a communication network) [5].
That is, the application of a technical model for
determining economic processes (seasonality)
has its features. When forecasting the season-
ality of sales, «a white noise» defines the mini-
mum sales level for the entire time interval.

The ARIMA model (p, d, q) can be repre-
sented as [6]:

P q
Vo= (A Vo) by YA Y06+ (2)
i=1 i=1

Where d corresponds to d-differences
between nonstationary and stationary time
series definition sets;

®,,....0, — parameters defining to
«autoregressive» part of the model;

0,,...,0, the parameters defining the «moving
average» part of the model,

¢, — a constant value;

g, — error of an observed value.

the
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While applicating ARIMA model, the coef-
ficients and number of regressions have to be
defined. The model is more sensitive to the pre-
cision with which its coefficients are determined,
than a ARMA. Nevertheless, The term ARMA
and ARIMA are confusing because both models
have the same mathematical form [7].

The ARIMA model can be further generalized
to consider more profoundly the effect of sea-
sonality, turning into SARIMA (seasonal autore-
gressive integrated moving average) model [8].

Fully regular cyclic variations in time series
can be considered in the analysis of time series
using a (co)sinusoidal model with one or more
sinusoids, the duration of which depends on the
purpose of the research [90wWwn6Ka! NCTOUHKK
CCbINIKN He HanaeH.].

Another method of simulating seasonality is
the use of the Fourier term pairs []. Like implica-
tion of a sinusoidal model, the Fourier terms add
trigonometric functions to regression models
to simulate seasonality. Each periodic function
can be approximated by the inclusion of Fourier
terms.

In general, the difference between the sinu-
soidal model and the Fourier regression can be
simplified as follows [9]

Sinusoidal model

Y,-=a+bt+ocsin(27rcoT, +®)+E, 3)
Regression with Fourier terms

k
Y, =a+bt+> (x, sin[Zﬂ—kt+¢]+

k:lZ kt ) “
+B, cos(—; + cDJ) +E;

The models apply the «Seasonal adjust-
ment» — an attempt to clean the seasonal compo-
nent out of time series. The seasonally adjusted
data received is used, for example, in an analy-
sis or a report of off-season trends for an interval
longer than a seasonal period. The appropriate
method of seasonal adjustment is chosen sub-
jectively due to the breakdown of time series into
components.

In principle, there are two ways of represent-
ing a seasonal effect:

— through an additive component;

— through a multiplicative component [10].

If the seasonal component acts additionally,
the adjustment method has two following stages.

1. Estimation of the seasonal component of
the variation of time series.

2. To subtract the seasonal component from
the initial time series to define the seasonally
adjusted series

Y-S =T, +E, )
where Y, —time series actual values;

S, —seasonal component;

T, — trend-line values;

E, — cyclical component.

For multiplicative models, the magnitude of
seasonal variations varies depending on the
intensity of changes in economic series [9]. Tak-
ing into account seasonality, seasonally adjusted
multiplicative decomposition can be written as

L-TxE, ©)

t

provided that the initial time series are divided
into the expected seasonal component.

The multiplicative model can be transformed
into an additive model by means of multiplicative
decomposition

Y, =5 xT, xE,, (7
either in form of:
InY, =InS, +InT, + InE, (8)

In regression analysis using the least squares
method, if a seasonally modified dependent
variable is influenced by a few of independent
variables, seasonality can be accounted for and
measured by the inclusion of n—1 dummy vari-
ables, one for each season, with the exception of
an arbitrary selected reference season.

In this case, the parameter n stands for num-
ber of seasons (e.g., 12 months a year). Each
dummy variable is set to be either 1 (the data
point is extracted from the correspondent sea-
son) or O (extracted from the «wrong» season»).
Then the predicted value of the dependent vari-
able for the reference season is calculated from
the regression equation, whereas for any other
period it is being calculated using the remaining
regression and by inserting a value for a dummy
variable for this season.

The difference between seasonal models and
cyclic patterns is as follows.

A seasonal pattern occurs when time series
affect seasonal factors (the day (not a day) of
the week).

Cycle (aka periodicity) occurs when data dis-
covery increases and falls, which does not have a
fixed period. These fluctuations (associated with
economic environment) are usually referred to as
«a business cycle».

Many products tend to grow or fall in sales,
regardless of the stage of the life cycle they are in.

For some products, there are significant sea-
sonal changes in sales, so it is advisable to take
into account the specific nature of the trend and
seasonal fluctuations in order to forecast the
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product sales. Based on the model, Holt created
in 1957 and Winters revised 1960 a predictive
model that takes into account the exponential
trend and additive seasonality (Holt-Winters
model) [7].

[9t+d = a, ()0, + (d mod 5)-§

YVt
ar =a; 7 - . + (1 —o¢;) X aq X1y
t_

T = a3i + (1 —3) X134 )
A1

6, = a2+ (1 —¢;) X 6,
ag

The first equation determines forecast param-
eter’s value affected by three following smooth-
ing equations — involving a level of parameter
(a,), a trend parameter (r,) and a seasonality
parameter (6,).

Coefficients oc;,c,,oc,€(0,1) are calculated
by processing an historical database. The algo-
rithm of the solution of the system is minimiza-
tion of the error. The main disadvantage of the
model is relatively low accuracy, since the first
equation of the system does not consider the
additivity of the factors.

Highlighting the previously unsettled issues
the article is devoted to. Thus, despite the diver-
sity of approaches to assessing the seasonality
indicators, the author draws attention to the lack
of a clear definition of tools that can be conve-
niently and reliably used to assess the impact of
seasonality on sales. In addition, there are scarce
recommendations on the practical application of
the technigue of seasonal evaluation and the cri-
teria for assessing the reliability of the results. The
author insists that the approach to the definition
of seasonality should cover as much as possible
and taking into account the interconnection of eco-
nomic aspects of an enterprise with the mathemat-
ical possibilities and the nature of the toolkit used
to evaluate the seasonality. In addition, it is nec-
essary to determine and substantiate the method
for assessing the reliability of the use of the toolkit,
taking into account the judgements set forth above.

Formulating the goals of the article (task
statement). The purpose of the work is to deter-
mine technics, the application of which in the
terms of a whole-trading company allows to take
into account seasonality of sales in a compre-
hensive and all-embracing way. The application
of additive components makes the issues more
rearranged to deal with.

On the basis a technics defined, regarding the
complexity of seasonality factor, an approach to
predicting actual sales quantity is to be set forth.

Testing the model in a company environment
must confirm its reliability. In addition, the struc-
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ture and level of the model should make it acces-
sible and easy-to-use.

Presentation of the main research mate-
rial with full substantiation of the received
scientific results. In order to solve the research
problem settled above, the author considers it
expedient to use Theil-Wage ModelOwwo6ka!
VICTOYHMK CCbINKM He HaigeH.]. In essence, Theil-
Wage Model model is a logical extension and an
upgraded version of the model of Holt-Winters.

Vera = a¢ + dbe; + (d mod S)-S

ar = ay (¥ — 0r—s) + (1 —o¢y) X (ar—y + by_1)
by = az(a; — a;_4) + (1 —x3) X by_4

0 = a,(ye —ap) + (1 —o<3) X ;g

(10)

where S — seasonality period,

0, — seasonal profile,

b, — trend parameter,

a, — forecast parameter, cleared from trend
and seasonal effects.

G. Theil and S. Wage proposed to apply a
two-parameter predictor of Holt to describe the
properties of adaptive models in probabilistic
processes characterized by a stochastic trend.
They derived solutions determining optimal
adaptation parameters by minimize the mean
square of prediction error.

In contrast to the Holt-Winters approach, this
model takes into account both seasonality and
additive trend. Moreover, it significantly simpli-
fies the math technics applied and increases its
predicative capabilities.

Theil-Wage model involves an experimental
selection of parameters ocl,ocz,ocse(o,l) using
the method of minimizing the mean square error.

To test the feasibility of using Theil-Wage
Model model, the database of a whole-trading
company having own storage facilities and spe-
cializing in wholesale sales of fruits was used.
Information on monthly sales 4 years running
(48 months) is given in Table 1.

Basing on sales data in interval from 2014 to
2016 as well data sales of 2012-2013, Theil-
Wage Model model has been applied to check
the 2017 sales figures of each product line.

The comparison table is shown below (Table 2).

To assess the reliability of the predicted
results, Mean Error, MAE(Mean Absolute error),
MSE (Mean Squared Error), RMSE(Root Mean
Squared Error), MASE (Mean Absolute Scaled
Error), SMAPE (symmetrical mean absolute per-
centage error) [12; 13] were involved. The Error
Statistics is shown in Table 3.

The data shown in Table 3 testifies reliabil-
ity of the model being used to evaluate sea-
sonality.
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Table 1
Monthly sales, tons
Time interval Apples Tangerines Bananas Oranges
Jan-14 676.3 509.3 788.0 375.4
Feb-14 541.4 561.8 743.6 353.3
Mar-14 731.2 582.3 643.7 310.2
Apr-14 726.6 491.9 700.3 336.7
May-14 780.3 530.6 607.0 294.5
Jun-14 813.6 477.3 676.8 319.2
Jul-14 872.6 490.1 597.6 274.3
Aug-14 933.2 436.9 530.4 246.4
Sep-14 758.1 412.9 650.9 295.1
Oct-14 821.9 495.4 687.8 307.8
Nov-14 695.9 504.7 694.4 352.3
Dec-14 712.4 533.0 758.5 345.8
Jan-15 678.0 543.0 878.1 411.2
Feb-15 615.7 572.1 825.2 421.0
Mar-15 783.0 541.4 779.5 349.9
Apr-15 730.2 460.5 830.6 403.3
May-15 794.0 492.4 694.4 335.6
Jun-15 832.3 490.4 771.7 344.3
Jul-15 960.3 471.2 668.1 315.3
Aug-15 947.1 410.4 587.8 271.9
Sep-15 791.5 383.6 719.2 329.7
Oct-15 885.8 458.0 732.1 334.2
Nov-15 764.6 459.4 828.9 380.8
Dec-15 736.2 491.7 841.9 412.8
Jan-16 641.0 584.4 817.0 468.7
Feb-16 609.4 629.5 770.9 481.1
Mar-16 702.1 634.8 727.5 437.1
Apr-16 740.1 578.3 732.2 420.8
May-16 783.6 606.7 728.7 409.6
Jun-16 866.1 560.9 697.8 431.3
Jul-16 872.0 544.6 688.4 373.5
Aug-16 921.2 519.0 602.2 362.0
Sep-16 755.5 471.5 715.4 404.3
Oct-16 773.6 571.3 781.3 421.2
Nov-16 735.6 597.4 821.5 447.4
Dec-16 744.0 620.2 811.9 505.6
Jan-17 678.5 538.6 1230.1 513.5
Feb-17 598.5 588.2 1239.0 534.9
Mar-17 745.8 623.9 1044.3 470.1
Apr-17 780.6 546.2 1032.3 428.7
May-17 818.3 537.0 923.6 386.9
Jun-17 882.8 473.2 973.5 419.0
Jul-17 911.3 461.4 879.1 358.8
Aug-17 921.0 451.9 791.6 349.0
Sep-17 774.7 405.4 979.1 425.6
Oct-17 840.7 523.3 928.3 410.9
Nov-17 743.9 471.6 1024.4 470.0
Dec-17 737.7 530.8 1153.8 478.4
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Table 2
The comparison table of predicted and actual sales quantities in 2017
Time Apples Tangerines Bananas Oranges
interval | actual | predict. | actual | predict. | actual | predict. | actual | predict.
Jan-17 678.5 740.3 538.6 520.2 1230.1 1225.1 513.5 486.3
Feb-17 598.5 610.4 588.2 631.7 1239.0 1340.6 534.9 495.9
Mar-17 745.8 746.6 623.9 587.7 1044.3 1088.1 470.1 449.4
Apr-17 780.6 850.1 546.2 508 1032.3 1087.0 428.7 428.7
May-17 818.3 765.1 537.0 560 923.6 859.9 386.9 413.9
Jun-17 882.8 802.4 473.2 459 973.5 998.8 419.0 441.3
Jul-17 911.3 908.5 461.4 480.3 879.1 936.3 358.8 370.3
Aug-17 921.0 874 451.9 426.6 791.6 768.7 349.0 381.4
Sep-17 774.7 797.2 405.4 394.9 979.1 1075.0 425.6 410.7
Oct-17 840.7 785.2 523.3 556.8 928.3 940.4 410.9 448.3
Nov-17 743.9 752 471.6 482.4 1024.4 1118.6 470.0 486.4
Dec-17 737.7 731.1 530.8 578.6 1153.8 1051.1 478.4 517.1
Table 3
Error Statistics
Apples Tangerines Bananas Oranges
ME 5.8976 -2.8993 -24.2057 -6.9926
MSE 1998.9291 862.7675 4376.8584 707.8786
RMSE 44.7094 29.3729 66.1578 26.6060
MAE 34.9983 26.6810 56.5899 23.9728
MPE 0.0037 -0.0051 -0.0233 -0.0208
MAPE 0.0438 0.0507 0.0552 0.0550
SMAPE 0.0440 0.0504 0.0544 0.0541

In the opinion of the author, within Table 3 the
most sensitive indicator is considered to be
MASE, which equals [13]

1
EZ;'G"'

ST
j=t+1 171 it

MASE =

n-t

Since the application of Theil-Wage model
proved to be reliable, the model was used to
determine the forecast sales by the item cate-
gories. Relying on the database of the previous
time intervals, item categories’ sales seasonality
forecasts were determined.

To affirm the reliability of the results Confi-
dence intervals with a = 0.95 were evaluated.
The results are presented in Table 4.

In order to visualize the results of the study,
graphs of fruit sales for the next two year period
have been plotted, as shown in Fig. 1-4.

When making calculations, Visual Basic for
Applications was applied. The application of
special macros facilitates practical use of the
approach set forth above and reveals additional
opportunities for putting forward additional inter-
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mediate tasks and improving the reliability of the
results.

Final Statements. To assess the seasonality
of sales of a whole-trading company, an analy-
sis of methodological approaches to the technics
being used to estimate this factor was carried
out. The results researches explored define time
series methods to be an approach that allows
accounting for the features of seasonality.

Theil-Wage method was involved to assess
the seasonality of a whole-trading company,
since the application of additive factors con-
tributes to the fullest possible consideration of
seasonal processes’ features. Regarding the
model’s calculation technics to be reliable and
acceptable, the model’s performance proves to
be efficient.

Using database of a trading company
engaged in wholesale of fruits, the reliability of
the mathematical model was tested. The results
obtained reaffirm both the reliability of the pro-
posed model and the validity of the approach
chosen for the assessment of seasonality.

The results of the forecast of fruit sales for
the next two years have been received, which
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Apples Predidcted Sales
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Figure 1. Apples predicted sales

Tangerines Predicted Sales
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Figure 2. Tangerines predicted sales

Bananas predicted Sales
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Figure 3. Bananas predicted sales

512



Bunyck # 14/ 2018

EKOHOMIKA | CYCMINBbCTBO

Oranges predicted Sales
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Figure 4. Oranges predicted sales

will facilitate the performance work of the
whole-trading company and make it more effi-
cient.

The author reaffirms the priority direction of
exploring of a set of methods for predicting sea-
sonality of sales. First and foremost, it would be
advisable to examine in complex SARIMA and

classic Holt-Winters method. In order to evaluate
the results of such an assessment, Mariano Test
should be involved, as far as it demonstrates
reliable results for small databases[14]. In addi-
tion, further prospects for using Autoregressive
Processes to assess the seasonal phenomenon
should be mentioned.
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