In this article, we delve into the challenging problem of forecasting cryptocurrency prices using mathematical extrapolation techniques. We highlight the scarcity of research in this domain, underlining the necessity for in-depth investigation. The article outlines the unresolved issues related to extrapolation-based cryptocurrency price prediction, such as market volatility and non-linearity. It primarily aims to showcase the potential of extrapolation for predicting bitcoin prices. The analysis involves a year-long bitcoin price trend, with the application of linear and polynomial extrapolation methods. While some correlation exists, notable discrepancies, especially during abrupt price changes, are evident. The conclusion emphasizes the limitations of extrapolation and advises a diversified approach to cryptocurrency investment decisions, considering various factors beyond mathematical data.
Formulation of the problem in general. Given a historical dataset of cryptocurrency price movements and relevant market data, the objective is to develop a predictive model that can estimate future cryptocurrency prices accurately. This predictive model aims to provide forecasts for various time horizons, ranging from short-term (hours to days) to long-term (weeks, months, or even years) predictions. In summary, the problem of predicting cryptocurrency pricing involves collecting and preprocessing data, selecting and training predictive models, evaluating their performance, and deploying them for practical use while considering risk management and ethical considerations. It is a multidisciplinary challenge that requires expertise in data science, finance, and domain knowledge of cryptocurrency markets. In summary, the problem of predicting cryptocurrency pricing involves collecting and preprocessing data, selecting and training predictive models, evaluating their performance, and deploying them for practical use while considering risk management and ethical considerations. It is a multidisciplinary challenge that requires expertise in data science, finance, and domain knowledge of cryptocurrency markets.

Analysis of recent research and publications. There is not a large number of published works devoted to the study of cryptocurrency and mathematical models. Lienard A., Davies, T. V., and James, E. M., Goursat, E. V., Hedrik, E. R., and Dunkel, O. That's why this topic has to be researched in detail.

Unresolved parts of the common problem. While extrapolation can be used for predicting cryptocurrency pricing, there are several unresolved challenges and limitations associated with this approach. In summary, while extrapolation can be a valuable tool for cryptocurrency price prediction, it is far from a complete solution. Many challenges and unresolved issues stem from the unique characteristics of cryptocurrency markets, including their non-linearity, volatility, sensitivity to sentiment and news, and evolving nature.

Researchers and practitioners continue to work on improving prediction models and addressing these challenges through a combination of techniques, including machine learning, sentiment analysis, and fundamental analysis.

The purpose of the article. This article highlights mathematical approaches for bitcoin price predicting. This article shows the expediency of such an application of extrapolation.
the exact solution, such that the difference between them (the residual) is minimized. Collocation, on the other hand, mandates that the residual becomes zero at predefined points, while Galerkin's method is formulated to ensure that weighted integrals of the residual equal zero. These error distribution techniques are at times referred to as direct methods of the calculus of variations, even though they might not necessarily be associated with a variational problem. Given the inherently approximate nature of these procedures, a critical question arises concerning the accuracy of the approximation. In many instances, convergence theorems exist, suggesting that if an iteration continues indefinitely or if the interval size shrinks without bound, the process will eventually converge to the true solution. While these theorems certainly boost the analyst's confidence, they may not be as practically valuable as a realistic error bound applicable at any stage of computation. Realistic error bounds or estimates are available for certain approximate processes, with perhaps the most well-known being those for the Taylor series and the method of successive approximations for integral equations. In cases where these bounds are unavailable, a common approach to demonstrate the utility of an approximation method is to apply it to a problem with a known exact solution. This allows for the calculation of the error, with the presumption that the method will produce errors of a similar magnitude when applied to similar problems. While this procedure is not ideal, it is sometimes necessary [1].

Some mathematical properties. Equations of order \( n > 1 \) are reducible to \( n \) simultaneous first order equations. This reduction is not unique as will be demonstrated for the third order Blasius equation:

\[
ww'''' + w w''' = 0. \tag{1}
\]

One obvious substitution is \( u = w', v = u' \) (\( = w'' \)) so that Eq. (1) is equivalent to the three equations:

\[
\begin{align*}
\frac{\partial w}{\partial \eta} &= u, \\
\frac{\partial u}{\partial \eta} &= v, \\
\frac{\partial v}{\partial \eta} &= -w v
\end{align*} \tag{2}
\]

An alternative to this procedure is to set (say) \( u = w' + w, v = u' \) whereupon Eq. (1) is equivalent to the three equations:

\[
\frac{\partial w}{\partial \eta} = u - w \tag{3}
\]

\[
\frac{\partial u}{\partial \eta} = v - u + w [1 - v + u - w].
\]

Occasionally transformations other than the immediately obvious one that leads to Eqs. (2) may be more convenient. Such a situation occurred in the work of Lienard [2] in his investigation of limit cycles for the general second order equation

\[
x'' + f(x)x' + x = 0. \tag{4}
\]

Equation (4) may be written as

\[
\frac{\partial}{\partial t} \left[ \frac{\partial x}{\partial t} + F(x) \right] + x = 0,
\]

where \( F'(x) = f(x) \) and instead of the previous substitutions Lihard writes \( y = \frac{\partial x}{\partial t} + F(x) \) whereupon Eq. (4) is equivalent to the two first order equations

\[
\frac{\partial x}{\partial t} = y - F(x), \quad \frac{\partial y}{\partial t} = -x. \tag{5}
\]

Differential equations are used to model physical phenomena, and they typically fall into two categories: propagation or initial value problems, and equilibrium or boundary value problems.

In an initial value problem, the analyst's task is to predict the system's future behavior based on the initial data and the equation governing the system. On the other hand, in an equilibrium problem, the objective is to find a configuration that satisfies the equation while adhering to specific boundary conditions. These questions often lead to eigenvalue problems, which involve an additional challenge.

In an equilibrium problem, the primary concern is determining the configuration itself. However, in an eigenvalue problem, the analyst must not only find the configuration but also ascertain the value or values of a scalar parameter known as eigenvalues. Some guiding principles in the form of existence and uniqueness theorems are available. These will be stated in the sequel without proof. The interested reader may find various proofs in the work of Davies and James [3], Goursat et al. [4], and Ince [5].

Our general propagation problem may be expressed as a set of governing differential equations.

\[
\frac{\partial y_j}{\partial t} = f_j(y_1,...,y_n,t), \quad j = 1,...,n. \tag{6}
\]
Subject to the initial conditions $y_j(t_0) = y_{j0}$, for the variables $y_j(t)$. The course of a typical propagating variable in a “well behaved” system might be as shown in Fig. 1. a.

As integration inherently involves a ‘smoothing’ operation, it is reasonable to anticipate that the functions $y_j(t)$ will typically exhibit a higher degree of smoothness compared to the & functions. However, it’s important to note that the solution might not always exist or could lack uniqueness. Certain challenges and complications are illustrated in Figure 1. b-d. The presence of these singularities is not always readily apparent, but it is advisable to remain vigilant for their potential occurrence.

Having such information, let’s apply this knowledge to predict bitcoin pricing. To validate the correctness of chosen methods, let’s analyze already known data, in our case it’s the bitcoin price trend during 1 year (graph 1).

Let’s choose 2 different extrapolation methods: linear [6] and polynomials [7].

We performed an analysis by utilizing the three most recent data points, consisting of both date and price, to predict the next point using extrapolation methods. Subsequently, we compared these predicted points with the already known data, repeating the same procedure for all known data points. As a result, 2 charts which represent the “predicted” chart. (Graph 2, Graph 3).

Let’s examine how the actual price trend and the predicted price are displayed together on the same graph (Graph 4).

Here we can see some correlation with real price, but let’s take a closer look at these graphs and estimate the errors of each of the approximation methods. Here we see a significant deviation from the real price (especially polynomial method) (Graph 5, Graph 6). Especially we can see it when price unexpectedly extremely decrease.

**Conclusions.** Let’s summarize, extrapolation it’s mathematical method which takes into account only mathematical data (data points) and analyze it and don’t count other important reason which can effect on price, such:

- **Data Quality and Reliability:** Extrapolation assumes that past price trends will continue, which depends on the quality and reliability of the historical data. Cryptocurrency markets are known for their volatility and susceptibility to

![Fig. 1–4. Qualitative solution properties for ordinary differential equations. (a) Well behaved solution. (b) Solution does not exist at $t_1$. (c) Solution not unique at $t_1$. (d) Nonuniqueness at $t_1$ and no solution for $t > t_1$.](image-url)
Graph 1. Bitcoin pricing trend during 1 year

Graph 2. “Predicted” Bitcoin pricing trend during 1 year (using linear extrapolation method)
Graph 3. “Predicted” Bitcoin pricing trend during 1 year (using polynomial extrapolation method)

Graph 4. “Predicted” and real Bitcoin pricing trend during 1 year (using linear and polynomial extrapolation method)
Graph 5. “Predicted” and real Bitcoin price errors trend during 1 year
(using linear extrapolation method)

Graph 6. “Predicted” and real Bitcoin price errors trend during 1 year
(using polynomial extrapolation method)
manipulation, so historical data may not always accurately reflect future conditions.

– Market Factors: Cryptocurrency prices are influenced by a wide range of factors, including market sentiment, news events, regulatory changes, and technological developments. Extrapolation typically doesn't take these factors into account, making it less effective for capturing sudden and unexpected price movements.

– Short-Term vs. Long-Term Predictions: Extrapolation is often more accurate for short-term predictions when market conditions are relatively stable. For longer-term predictions, it becomes less reliable, as it doesn't account for fundamental changes in the cryptocurrency landscape.

– Volatility: Cryptocurrencies are known for their extreme price volatility. Extrapolation assumes a linear or simple mathematical relationship between past and future prices, which may not hold in highly volatile markets.

– Overfitting: Extrapolation methods can sometimes overfit to historical data, meaning they fit too closely to past price movements but fail to generalize well to new data. This can result in inaccurate predictions.

– Diversification: Relying solely on extrapolation for cryptocurrency investment decisions is risky. It’s important to diversify your investment portfolio and consider other factors, such as fundamental analysis and market sentiment, when making investment decisions.

– Use of Multiple Models: To improve prediction accuracy, consider using multiple forecasting models, including fundamental analysis, technical analysis, sentiment analysis, and machine learning models. Combining these approaches can provide a more comprehensive view of the market.

– Regular Updates: Cryptocurrency markets can change rapidly. If you are using extrapolation, make sure to regularly update your models and adjust your predictions based on new data and market developments. It can’t be used for such a kind of prediction, because as shown on the graphs, the predicted price does not coincide with the real price.
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